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ABSTRACT
�ere has been substantial research in the area of event processing
where systems are focused on event processing of structured data.
However, in the context of smart cities, signi�cant number of real-
time applications for event-driven systems consist of image data,
rather than structured events. �erefore, there is a need for a
system that can process multimedia events such as images. �is
paper discusses challenges with processing images within event-
based systems.

CCS CONCEPTS
•Information systems → Multimedia streaming; •So�ware
and its engineering→ Publish-subscribe / event-based archi-
tectures;

KEYWORDS
Image Event Processing, Smart Cities, Event-Based Systems, Inter-
net of �ings

1 INTRODUCTION
With the evolution of concept of smart cities, event based systems
are introduced to serve as a middle-ware between the Internet of
�ings and the applications layer [1]. Existing event-based systems
process the subscription of a user based on standard languages
for rules or queries which conform to nature of structured events.
However, much of the data in real world can be non-structured
and may be in the form of images or videos. �ere is a need for
a system which can take input in the form of images/videos and
process it according to the event-based paradigm. �e contribution
of this paper is to highlight the challenges to build a system for
image event processing.

2 PROBLEM STATEMENT
How to design an intelligent event driven system, which can process
multimedia events, and react to users situations of interest with a
low latency. Ideally, the system will be responsible for facilitating
smooth interactions between three main entities: subscriber, image
producer and image analysis. To achieve this goal consider an
example of object detection in real-time images (Fig. 1). Objects
such as 3 cars and 4 persons are detected in the image by using the
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yolo model [8, 9] from a frame of MIT tra�c dataset [12]. Object
detection can be used in applications like adaptive tra�c light
switching, car parking, pedestrian detection, etc. �e system should
abstract image analysis tasks, including object detections and bring
them to the core of the event-based engine.

3 RELATEDWORK
�emain entities of event-driven systems are producers, consumers
and a network for communication [3]. Existing event-driven sys-
tems allow the interaction via structured queries in response to
events. �e Content-based video query language (CVQL) is an ex-
tended version of existing query languages, by allowing the query
of video databases [6]. It is designed for specifying spatial and tem-
poral relationships. Structure-based video query language (SVQL) is
more expressive as it includes variable declaration, structure speci-
�cation, feature speci�cation and spatial-temporal speci�cation [7].
Both CVQL and SVQL are applicable only for videos, but they need
to be improved with more operators to handle real-time complex
multimedia events. In existing multimedia query languages, the
MPEG�ery Format (MPQF) can be used as a standard interface
for multimedia retrieval engines [2].

�e work in [10] presents an event-based surveillance system
which involves high-level image processing, but it is only applicable
for the detection of unusual events for an airport environment.
An event-driven smart city architecture is presented in [4] for
the management and interaction of di�erent sensors mounted at
multiple public places. A neural image caption generator which
processes both text and images has also been proposed [11] to
describe the images and convert them into text. �us, there is a
need for amulti-purpose system that can handle generic multimedia
events.

4 CHALLENGES
Challenges for image event processing includes:

Domain and Range of Textual Descriptions: Making the range of
possible image classi�cation outputs equal to the domain of the
user is a challenge. For example in the current scenario shown in
Fig. 1, if we want to match the word “car” then the system will make
a match, but if the subscriber subscribes to “automobile”, then it
will not be able to identify the object, because it does not have the
classi�er for automobiles. Besides, it does not have any knowledge-
base to recognize that an automobile is a superset of a car. �e
objective of our system should be to increase the range to such an
extent that it can be equal to domain, and it can respond to any
word that the subscriber might use. Using some knowledge bases
can allow the system to �nd synonyms and sub or super classes.
Semantic matching is also a possible solution [5].
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Figure 1: An example image from the MIT Tra�c Dataset (a) Original frame, and (b) Objects Detected by Designed System

Multimedia Data: Handling and availability of usable multimedia
data is also a challenging task of the system at various levels. For
example in the case of object detection, classi�ers are required
for labeling objects. However, image databases with annotations
prerequisite to build a classi�er are needed.

For evaluations, constructing results in terms of comparative
accuracy and loss, ground truth datasets are needed. Content, size
and quality of images received from the sensors will also directly
impact the latency and accuracy of the results. By using existing
databases like ImageNet, Pascal VOC, and COCO can be a good
start.

�ality of Image Analysis to Detect Events: �e analysis results
will depend on many factors like training databases and categories.
�e e�ciency and accuracy of existing image processing algorithms
will ultimately decide the limitations of the system. High perfor-
mance specialized models, like dark�ow for object detection, can
be used to address this. �ese models will require pre-trained clas-
si�ers with annotated databases.

Classi�ers: Practically, constructing an in�nite number of clas-
si�ers for detecting all types of images, is not possible. On-line
training of classi�ers at runtime may largely a�ect the processing
time. On the other hand, having information available about all the
categories prior to processing is likely unfeasible to achieve. So, at
the application level, we are compelled to use pre-trained classi�ers
for common categories and automate the process of training for
newly subscribed categories. Construction of classi�ers in an e�-
cient way is itself a challenging task. Continuous stream machine
learning and crowd tagging can be used to address this challenge.

Optimization for Multiple Subscribers: At the subscriber level, in
the case when multiple subscribers who are looking for the same
event or object (e.g. both want to detect a “car”), the event should
only be analyzed once. Also, if the subscriptions have synonyms,
then knowledge-base concept hierarchies could also be used for
increasing the performance. Providing suggestions to subscribers
while querying can also help in optimizing the process.
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