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Abstract. Crowdsourcing has emerged as a powerful paradigm for qual-
ity assessment and improvement of Linked Data. A major challenge of
employing crowdsourcing, for quality assessment in Linked Data, is the
cold-start problem: how to estimate the reliability of crowd workers and
assign the most reliable workers to tasks? We address this challenge by
proposing a novel approach for generating test questions from DBpedia
based on the topics associated with quality assessment tasks. These test
questions are used to estimate the reliability of the new workers. Subse-
quently, the tasks are dynamically assigned to reliable workers to help
improve the accuracy of collected responses. Our proposed approach,
ACRyLIQ, is evaluated using workers hired from Amazon Mechanical
Turk, on two real-world Linked Data datasets. We validate the proposed
approach in terms of accuracy and compare it against the baseline app-
roach of reliability estimate using gold-standard task. The results demon-
strate that our proposed approach achieves high accuracy without using
gold-standard task.

1 Introduction

In recent years, the Linked Data paradigm [7] has emerged as a simple mechanism
for employing the Web for data and knowledge integration. It allows the publi-
cation and exchange of information in an interoperable way. This is confirmed
by the growth of Linked Data on the Web, where currently more than 10,000
datasets are provided in the Resource Description Format (RDF)1. This vast
1 http://lodstats.aksw.org.
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amount of valuable interlinked information gives rise to several use cases to dis-
cover meaningful relationships. However, in all these efforts, one crippling prob-
lem is the underlying data quality. Inaccurate, inconsistent or incomplete data
strongly affects the consumption of data as it leads to unreliable conclusions.
Additionally, assessing the quality of these datasets and making the information
explicit to the publisher and/or consumer is a major challenge.

To address the challenge of Linked Data Quality Assessment (LDQA), crowd-
sourcing has emerged as a powerful mechanism that uses the “wisdom of the
crowds” [9]. An example of a crowdsourcing experiment is the creation of LDQA
tasks, then submitting them to a crowdsourcing platform (e.g. Amazon Mechan-
ical Turk), and paying for each task that the workers perform [6,16,21]. Crowd-
sourcing has been utilized in solving several problems that require human judg-
ment include LDQA. Existing research has focused on using crowdsourcing for
detecting quality issues [21], entity linking [6], or ontology alignments [14,16].
A major challenge of employing crowdsourcing for LDQA is to accurate responses
for tasks while considering reliability of workers [3,5,8,15]. Therefore, it is desir-
able to find the most reliable workers for the tasks.

In this paper, we study the problem of adaptive task assignment in crowd-
sourcing specifically for quality assessment in Linked Data. In order to make
appropriate assignments of tasks to workers, crowdsourcing systems currently
rely on the estimated reliability of workers based on their performance on pre-
vious tasks [10,15]. Some approaches rely on expectation-maximization style
approaches to jointly estimate task responses and reliability of workers after
collecting data from large number of workers [11,15]. However, it is a difficult
problem to estimate the reliability of new workers. In fact, existing crowdsourcing
systems have been shown to exhibit a long-tail phenomena where the majority
of workers have performed very few tasks [10]. The uncertainty of worker relia-
bility leads to low accuracy of the aggregated tasks responses. This is called as
the cold-start problem and is particularly challenging for LDQA, since the tasks
may require domain knowledge from workers (e.g. knowledge of a language for
detecting incorrectly labeled language tags).

Existing literature on crowdsourcing that addresses the cold-start problem is
not applicable to LDQA due to several reasons [2,8]. Firstly, the manual creation
of (GSTs) with known correct responses is expensive and difficult to scale [15].
Secondly, the effects of domain specific knowledge on the reliability of workers
is not considered in existing literature [15]. Moreover, assignments using social
network profiles of workers require significant information about workers and
their friends, which poses a privacy problem [2].

We introduce the Adapative Crowdsourcing for Linked Data Quality Assess-
ment (ACRyLIQ), a novel approach that addresses the cold-start problem by
exploiting a generalized knowledge base. ACRyLIQ estimates the reliability of
a worker using test questions generated from the knowledge base. Subsequently,
the estimated reliability is used for adaptive task assignment to the best workers.
Indeed, with the generality of the DBpedia [12] (the Linked Data version of the
Wikipedia), it is not difficult to find facts related to most topics or domains. As
a consequence, a large quantity of domain specific and mostly correct facts can
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be obtained to test the knowledge of workers. Thus, the fundamental research
question addressed in the paper is: How can we estimate the reliability of crowd
workers using facts from DBpedia to achieve high accuracy of LDQA tasks though
adaptive task assignment? The core contributions of this paper are:

– A novel approach, ACRyLIQ, to generate test questions from DBpedia. The
test questions are used for estimating the reliability of workers while consid-
ering the domain-specific topics associated with LDQA tasks.

– A comparative study of the proposed approach against baseline approaches
on LDQA tasks using two real datasets. The first dataset considers language
verification tasks for five different languages. The second dataset considers
entity matching tasks for five topics: (i) Books, (ii) Nature, (iii) Anatomy, (iv)
Places, and (v) Economics.

– Evaluation of the proposed and baseline approaches by employing workers
from Amazon Mechanical Turk. The results demonstrate that our proposed
approach achieves high accuracy without the need for gold-standard task.

2 Preliminaries

In this section, we introduce the core concepts used throughout this paper. Fur-
thermore, we highlight the key assumptions associated with those concepts.

Definition 1 (Topics). Given a Linked Data dataset, let S be a set of topics
associated with the dataset. Each topic s ∈ S specifies an area of knowledge that
is differentiated from other topics.

For instance, consider a dataset consisting of review articles about books.
An article might refer to various topics such as “Books”, “Political-biographies”,
“1960-novels”, etc. We assume that similar topics are grouped together and there
is minimum overlap between the topics (or topic groups) in the set S.

Definition 2 (Tasks). Let T = {t1, t2, ..., tn} be the set of LDQA tasks for the
dataset. Each task ti ∈ T is a multiple-choice question with an unknown correct
response r∗

i that must be generated through crowdsourcing.

For instance, a task might ask workers to judge whether two review articles
are referring to the same book. We assume that the set of tasks T is partitioned
according to topics associated with the dataset; hence, each task is associated
with a topic. In practice, it is possible that a task might be associated with more
than one topic. In such a case, the primary topic of each task can be chosen
using a relevance ranking. If there is no obvious ranking, then the primary topic
of a task can be chosen arbitrarily.

Definition 3 (Workers). Let W = {w1, w2, ..., wm} be the set of workers that
are willing to perform tasks. Workers arrive in an online manner and request
tasks; in addition, each worker wj ∈ W has a latent reliability pi,j on task ti ∈ T .
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Fig. 1. An overview of the proposed ACRyLIQ approach.

If worker wj performs task ti and provides the response ri,j , then the prob-
ability of ri = ri,j is pi,j and the probability of ri �= ri,j is 1 − pi,j . Without
the loss of generality we assume that pi,j ∈ [0, 1]. For instance, a worker who is
well versed on the topic “1960-novels” has higher likelihood of providing correct
responses to tasks associated with the same topic.

Let Ri = {ri,j | wj ∈ Wi} be the set of responses collected from the workers
Wi ⊂ W assigned to the task ti. We use majority-vote on Ri to generate the
response r̂i. The goal of an assignment algorithm is to find the best workers for a
task such that the estimated response r̂i is accurate. Therefore, the assignment
algorithm must estimate the reliabilities of workers. The set of workers Wi for a
task ti can be chosen such that

∑
wj∈Wi

pi,j is maximized. In case of arbitrary
reliabilities, the assignment algorithm may not be able to find good worker. We
assume that the reliability of a worker on tasks associated with the same topic
remain approximately the same. That is pi,j ∼ pi′,j for all wj when ti and ti′
are associated with the same topic.

Definition 4 (Gold-Standard Tasks). The subset of tasks TG ⊂ T with
known correct responses (most often from the same dataset).

Existing approaches for adaptive task assignment use gold-standard task to
estimate reliabilities of workers which imposes additional costs for the collection
of correct responses from domain experts [3,8]. Furthermore, it is difficult to
generate gold-standard task for complex or knowledge-intensive tasks [15].

Definition 5 (Knowledge Base). A set of facts F related to the set of topics
S where each fact belongs to exactly one topic.

We assume access to a knowledge base that contains facts F related to the
dataset of LDQA tasks. Similar to the partitioning of tasks, the facts in the
knowledge base are divided in to |S| partitions. Next, we describe a novel app-
roach for estimating the reliabilities of workers by exploiting a knowledge base.
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3 Reliability Estimation Using Knowledge Base

Figure 1 illustrates the proposed approach, for reliability estimation and adaptive
task assignment, that uses DBpedia as a generalized knowledge base of facts2.
First, the topics S are used for selecting facts from DBpedia and generating
test questions, referred to as knowledge base question (KBQs). Then, each new
worker wj is given the KBQs and worker’s responses to KBQs are used to gen-
erated estimated reliabilities qi,j . Finally, the estimated reliabilities are used for
assigning LDQA tasks to workers and estimation of task responses. Note that a
similar approach can be applied to knowledge bases other than DBpedia. The
number of facts in a knowledge base can be in millions which raises the KBQ
selection challenge: How to choose a set of facts from the knowledge base such
that the reliability of a worker on the KBQs highly correlates with their reliability
on LDQA tasks? The goal is to minimize the difference between the estimated
reliability qi,j and the true reliability pi,j .

3.1 KBQs Selection Problem

Recent research has shown that the reliability of a worker tends to be comparable
on similar topics [3]. Therefore, we propose to use the similarity between tasks
and facts to address the KBQs selection problem. The intuition is that the
similarity quantifies the influence of workers’ response to both facts and tasks.
Since the similarity can be defined in terms of textual comparisons or detailed
semantics, we detail the similarity measure used in this paper in Sect. 5. Given
the similarity measure sim(t, f), next we formalize the KBQs selection problem.

Let Q be the set of KBQs generated from facts F in the knowledge base.
The number of KBQs is fixed at Φ to control the overhead costs of reliability
estimation. Based on their associated facts, the KBQs in Q are also divided into
|S| partitions. Let Qs be the set of KBQs selected for topic s. The probability
that a KBQ is selected for topic s is P(Qs) = |Qs|/Φ. We define the entropy
of the set Q according to a measure based on Shannon entropy [17], that is
H(Q) = −∑

s∈S P (Qs) · ln P (Qs). The intuition is to generate a diverse set of
KBQs. A higher value of entropy means that more topics are covered with equal
number of KBQs; hence, it is desirable to maximize the entropy of Q.. Besides
entropy, the objective is to generate KBQs that have high influence on the tasks.
Influence is the positive correlation between the accuracy of worker responses to
KBQ and the accuracy of the same worker on tasks. The next section details a
parametric algorithm that addresses the KBQs selection problem.

3.2 KBQs Selection Algorithm

We devise a greedy algorithm for the KBQs selection problem, as shown in
Algorithm 1. The algorithm assumes availability of a similarity measure sim(t, f)
between LDQA tasks and facts in the knowledge base. The algorithm starts with

2 A DBpedia triple is considered a fact.
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Algorithm 1. KBQ Selection Algorithm
Require: T, S, F, Φ, β
1: Q ← ∅
2: for i = 1, ..., Φ do
3: F ← F − Q
4: for fk ∈ F do
5: Δk = H(Q ∪ fk) − H(Q)
6: end for
7: f̂ = argmaxfk∈F β · Δk + (1 − β)

∑
ti∈T sim(ti, fk)

8: Q ← Q ∪ f̂
9: end for

10: return Q

an empty set of facts Q and then iteratively selects Φ facts from the knowledge
base F . For each new fact fk, the algorithm calculates the difference between
the entropy of Q and the entropy of Q ∪ fk (Line 5). Then it selects the fact f̂
that maximizes the entropy difference and the similarity with the tasks, and β is
used as β (Line 7). The computational complexity of Algorithm 1 is O(Φ|F ||T |).
Understandably, a performance bottleneck can be the number of facts in the
knowledge base. This necessitates an effective pruning strategy to exclude facts
that are very different from tasks or have little benefit for reliability estimation.
Section 5.2 discusses one such strategy that is employed to reduce the search
space when selecting facts from DBpedia.

4 Adaptive Task Assignment

Given the set of KBQs, we extend an existing adaptive task assignment algo-
rithm that uses gold-standard task to estimate worker reliabilities [3]. This algo-
rithm also serves as the baseline during the evaluation of our proposed approach.
Algorithm 2 lists our algorithm for adaptive task assignment that uses KBQs for
reliability estimates. The algorithm expects a set of tasks T , a set of KBQs Q,
and three control parameters (i.e. λ, α, γ). The parameter λ specifies the num-
ber of unique workers |Wi| to be assigned to each task. The similarity-accuracy
trade-off parameter is α and the number of iterations is γ. The algorithm consists
of two distinct phases: (i) offline initialization and (ii) online task assignment.

The offline initialization phase (Lines 1–18) consists of following steps. The
algorithm starts by combining LDQA tasks and KBQs (Lines 2–3) and calculates
their similarity based on the topics shared between them (Line 4). For instance,
LDQA tasks or KBQs belonging to the same topic are assigned a similarity value
between 0 and 1. Next, the algorithm normalizes the similarity scores (Lines 5–9).
The similarity scores in matrix Ẑ are further weighted using the parameter α to
control the effect of similarity on reliability estimation (Lines 10–17). Parameter
γ controls the number of iterations used for the adjustment of similarity scores.
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Algorithm 2. Adaptive Assignment Algorithm
Require: T, Q, λ, α, γ
1: T ← T ∪ Q {Combine tasks and KBQs}
2: n ← |T |
3: Z ← TopicSimilarityMatrix(T ) {Topic similarity matrix}
4: D ← [0]n×n

5: for i = 1, ..., n do
6: Di,i =

∑n
j=1 Zi,j

7: end for
8: Ẑ ← D−1/2ZD−1/2

9: for ti ∈ T do
10: pi ← [0]n

11: pi,i ← 1
12: qi ← pi

13: for g = 1, ..., γ do
14: pi ← 1

1+α
piẐ + α

1+α
qi

15: end for
16: end for
17: c ← 0 {Initialize assignments counter}
18: R ← ∅ {Initialize response set}
19: for c < nλ do
20: (wj , Cj) ← getNextWorker() {Worker requests Cj tasks}
21: if wj is a new worker then
22: Assign Q KBQs to worker
23: qj ← ObservedAccuracy(Q)
24: pj ←

∑
qi,j

qi,j · pi

25: end if
26: T = {τ |τ ⊂ T, |τ | = Cj}
27: T ∗

j = argmaxτ∈T
∑

ti∈τ pi,j

28: Assign T ∗
j to worker wj to get Rj responses.

29: c ← c + Cj

30: R ← R ∪ Rj

31: end for
32: return R

The online task assignment phase (Lines 19–31) proceeds in iterations as
workers arrive dynamically and request tasks. The task assignment process stops
when all tasks have received λ responses. Each dynamically arriving worker wj

requests Cj tasks (Line 22). If the worker wj is requesting tasks for the first time,
then the set of KBQs is assigned to the worker (Line 24). Based on the responses
to the KBQs, an estimated reliability vector pj is generated for the worker wj

(Lines 25–26). The set of tasks, for which the wj has highest reliabilities, is
assigned to the worker (Lines 28–30). At the end of an iteration, the assignment
counter and response sets are updated. The computational complexity of the
offline initialization phase is O(n2) and the online assignment phase is O(n).
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5 Evaluation Methodology

For the purpose evaluation, we collected responses to KBQs and LDQA from
real workers on Amazon Mechanical Turk. Since repeated deployment of the
assignment algorithm with actual workers is known to be difficult and expensive
[3,18], we employed a simulation-based evaluation methodology to compare the
algorithms using collected responses. Each run of the algorithm is initialized
with specific tasks and worker conditions.

(a) Languages (b) Interlinks

KBQs

LDQA tasks

Fig. 2. Examples of KBQs and LDQA tasks for the Languages and Interlinks datasets.

5.1 LDQA Tasks

The LDQA tasks were based on two real-world datasets, as shown in Fig. 2. The
datasets are summarized below:

– Languages Dataset: These tasks represent the syntactic validity of datasets
[20], that is, the use of correct datatypes (in this case correct language tags)
for literals. The tasks are based on the LinkedSpending3 dataset, which is
a Linked Data version of the OpenSpending project4. The dataset contains
financial budget and spending data from governments from all over the world.
As OpenSpending does not contain language tags for its entities, the 981
values of LinkedSpending entities only contain plain literals. In an effort to
accurately identify the missing language tags, we first applied an automated
language detection library5 to generate a dataset containing the entities and
the corresponding language. Out of the 40 distinct languages detected, 25
entity language pairs were randomly chosen to generate tasks. The correct
responses for tasks were created with the help of language translation tools.

– Interlinks Dataset: These tasks represent the interlinking quality of a
dataset [20], specifically about the presence of correct interlinks between

3 http://linkedspending.aksw.org/.
4 https://openspending.org/.
5 https://github.com/optimaize/language-detector.

http://linkedspending.aksw.org/
https://openspending.org/
https://github.com/optimaize/language-detector
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datasets. The tasks were generated from the Ontology Alignment Evaluation
Initiative6 (OAEI) datasets that cover five topics: (i) Books, (ii) Geography,
(iii) Nature, (iv) Economics and (v) Anatomy. Each task required workers to
examine two entities along with their corresponding information and evaluate
whether they are related to each other (e.g. if they are the same). The correct
responses for these tasks are available along with the OAEI datasets.

5.2 KBQs Selection with Pre-pruning

Since DBpedia contains more than three billion facts7, it was essential to devise
a pruning strategy to assist the KBQs selection process. In order to reduce
the search space, we employed pre-pruning with the help of a string similarity
tool. We used the LIMES tool [13], which employs time-efficient approaches
for large-scale link discovery based on the characteristics of metric spaces. In
particular, we used LIMES to find resources from the DBpedia dataset similar to
the entities mentioned in the tasks. The triples associated with similar resources
were used as facts for KBQ generation. As a pruning strategy, we could restrict
the resources for each domain by specifying the particular class from DBpedia.
For example, the resources for the topic “Books” were restricted to instances
of the DBpedia class “Book”. For the Languages dataset, the specification of
the language in the LIMES configuration file assisted in selecting resources that
were in that particular language. LIMES also supports the specification of using
a specific string similarity metric, as well as the corresponding thresholds. In
our case we used the “Jaro” similarity metric [19] and retrieved all the resources
above threshold of 0.5. Figure 2 shows the examples of knowledge base questions
generated for both datasets, as summarized below:

– Language Dataset: A set of 10 KBQs for the Languages dataset was gener-
ated from DBpedia. Each test question asks the worker to identify whether a
value has a correct language tag.

– Interlinks Dataset: The KBQs were focused towards estimating the exper-
tise of a worker on the topics associated with the Interlinks dataset. Triples
with DBpedia property “is subject of” were used to generate the 10 KBQs.
Each question required workers to identify whether one entity is related to
(i.e. is subject of) another entity.

5.3 Compared Approaches and Metrics

We evaluated the performance of three reliability estimation approaches: (i) the
proposed KBQ approach, (ii) the existing GST approach and the baseline ran-
domly generated estimates (RND) approach. The following metrics were used to
report the performance of algorithms:

6 http://oaei.ontologymatching.org/.
7 As of 2014 http://wiki.dbpedia.org/about.

http://oaei.ontologymatching.org/
http://wiki.dbpedia.org/about
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– Average Accuracy: The primary metric for the performance is the average
accuracy of the final aggregated responses over all tasks.

– Overhead Costs: The total overhead costs paid to workers due to the KBQs
or GSTs used for estimating the worker reliabilities.

6 Experimental Results

Revisiting our research question, we aim to estimate the reliability of a worker
using KBQs in an effort to assign the best workers for LDQA tasks. In the
following, we first report the results of data collected from real workers and then
present the results of simulation experiments performed for the evaluation of the
proposed approach. Table 1 shows the experimental parameters and their default
values.

Table 1. Summary of experiment parameters and their default values (in bold font).

Parameter Description Values

λ Assignment size per task 3, 5, 7

α The similarity-accuracy trade-off parameter 0, 0.5, 1

β The similarity-entropy trade-off parameter 0.25, 0.5, 0.75

γ The number of iterations 0.25, 0.5, 0.75

n Number of LDQA tasks i.e. |T | 15

m Number of crowd workers i.e. |W | 60

Φ The number for KBQs or GSTs per worker 5, 10, 15

6.1 Diverse Reliability of Crowd Workers

The KBQs and LDQA tasks were posted on the a dedicate web server8. We used
Amazon Mechanical Turk to hire 60 Master workers. The workers were paid a
wage at the rate of $1.5 for 30 min spent on the tasks. Worker was first asked to
provide background information such as: the region that they belong to, their
self-assessed knowledge about the five topics (of the Interlinking dataset), the
amount of years they have spoken each language (of the Languages dataset) and
their native language. Then the worker was asked to answer the 10 KBQs for
each dataset. The sequence of KBQs was randomized for each worker. Finally,
the worker was asked to respond to the set of 25 LDQA tasks for each dataset.
Workers took nine minutes, on the average, to complete the background infor-
mation, the KBQs, and the LDQA tasks.

We used the first 10 tasks in both datasets as the gold-standard task. Figure 3
shows the average reliability of workers in terms of the languages in the Lan-
guages dataset and topics in the Interlinks dataset. Note that the workers are
less reliable on Asian languages and their standard deviation of reliability is
8 http://dataevaluation.aksw.org.

http://dataevaluation.aksw.org
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Fig. 3. Average reliability of workers on all 25 tasks for both datasets.
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Fig. 4. Reliability of the 60 real workers on KBQs and GSTs.

high. Workers exhibit high reliability on European languages with low standard
deviation. The average reliability is low across the topics in the Interlinks
datasets. Figure 4 shows the relationship between the reliability of workers on
KBQs and GSTs. The Pearson correlation between the two reliabilities is 0.545
and 0.226 for the Languages and Interlinks datasets, respectively.

6.2 Accuracy of Compared Approaches

We compared the average accuracy of the proposed approach against two base-
line approaches: RNDs and GSTs. We also varied the λ parameters to study its
effects on the performance of each approach. Figure 5 shows the accuracy on the
Language and Interlinking tasks, based on 30 runs of each approach under the
same settings. In general, the accuracy for both the KBQ and the GST approach
is better than the baseline RND approach. This underlines the effectiveness of the
adaptive task assignment algorithm in finding reliable workers for LDQA tasks.
We compared the accuracy of the KBQ approach against the RND and GST
approaches using the t-test, on the Languages dataset. The difference between
the KBQ approach and the RND approach is significant with t(178) = 13.745
and p < 0.05. The difference between the KBQ approach and the GST approach
is also significant with t(178) = 3.719 and p < 0.05.
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These results establish the effectiveness of adaptive task assignment in
exploiting the diverse reliability of workers for the improvement of accuracy.
In the case of the Languages dataset, the average accuracy of RND is closer to
both KBQ and GST, although still statistically lower. This can be attributed to
the lower variance of worker reliability of the Languages dataset in comparison
to the Interlinks dataset.

KBQ GST RND
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Fig. 5. Accuracy of the reliability estimation approaches for Languages and Interlinks.

6.3 Effects of Algorithm Parameters

We also studied the effects of the three algorithm parameters (i.e. Φ,α, β) on the
average accuracy. For this purpose, we used a subset of the DBpedia resources
using the pre-pruning strategies discussed earlier (c.f. Sect. 5.2). These resources
were utilized to generate 74, 993 KBQs that were used for the experiments. The
similarity values between the KBQs and LDQA tasks were calculated using the
Jaro-Winkler similarity measure. We simulated the answers of the workers on the
74, 993 KBQs by training a logistic regression model from their answers to the
10 KBQs presented to them earlier. The model accuracy was more than 72% on
test instances. We used this model to analyze the effects of different parameters
on the performance the proposed algorithm.

The parameter Φ defines the budget for the overhead costs due to KBQs.
Table 2 shows that the accuracy increases with increase in Φ; however, the rela-
tive increase is marginal. This indicates that even at the small cost Φ of estimat-
ing reliabilities through KBQs, the assignment algorithm achieves high accuracy.

Table 2. Effects of parameters Φ and β on the accuracy for the Interlinks dataset.

Overhead costs budget Similarity-entropy trade-off

λ Φ = 5 Φ = 10 Φ = 15 β = 0.25 β = 0.5 β = 0.75

3 0.709 ± 0.029 0.716 ± 0.033 0.718 ± 0.034 0.684 ± 0.028 0.780 ± 0.025 0.749 ± 0.032

5 0.716 ± 0.033 0.758 ± 0.030 0.758 ± 0.028 0.760 ± 0.030 0.760 ± 0.027 0.740 ± 0.027

7 0.744 ± 0.032 0.727 ± 0.026 0.742 ± 0.025 0.733 ± 0.025 0.733 ± 0.030 0.736 ± 0.034
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The parameter β controls the similarity-entropy trade-off. As shown in Table 2,
the highest accuracy is achieved for β = 0.5. Meaning that any non-extreme value
for the similarity-entropy trade-off parameter is sufficient. Similar results were
observed for similarity-accuracy trade-off parameter α. In general, the conserv-
ative values of these parameters do not have significant effects on performance.
However, this might change with a larger number of tasks with multiple topics.

7 Discussion and Limitations

The majority of existing literature on on adaptive task assignment in crowd-
sourcing considers GSTs for the cold-start problem [3,8,22]. Generating GSTs
in itself is a difficult and expensive process [15]. Especially when the accuracy of
task responses is not measurable. A key strength of our proposed approach is the
applicability to such scenarios. It provides a quick and inexpensive method of
estimating the reliability and expertise of workers. This approach is particularly
suited for complex or knowledge-intensive tasks.

Our approach has three main limitations. First, the assumption that both
facts and tasks are partitioned according to the same set of topics. In practice,
this assumption can be relaxed by using a mapping between topics of facts and
topics of tasks. A similar approach was employed for alignment of topics for the
Interlinks dataset. Second, the approach assumes that the majority of the facts,
that are used for the generation of KBQs, are correct. If a high percentage of
incorrect facts are used for generating KBQs then our approach can misjudge
the reliability of workers on tasks. Third, it assumes that the domain topics are
mutually exclusive. This underlines that need for reconsideration of the entropy
measure when the domain topics are overlapping.

The experiments presented in this paper is also limited in terms of scalability.
In the case of DBpedia, pre-pruning can be utilized to limit the facts to the core
DBpedia ontology and SKOS concepts. The facts can also be filtered according
to the ratings of their associated articles in Wikipedia. The evaluation is also
limited in terms of the overhead costs of the KBQs selection algorithm. The
Languages and Interlinks dataset represent two types of LDQA tasks which
can also be seen as a limitation of the experimental evaluation. However, an
extension of the proposed approach to other types of LDQA tasks should be
straight forward.

8 Related Work

At a technical level, specific Linked Data management tasks have been subject
to crowdsourcing, including entity linking [6], ontology alignment [16], and qual-
ity assurance [1,21]. However, none of these proposals consider adaptive task
assignment or the cold-start problem. Noy et al. performed a comparative study
of crowd workers against student and domain experts on ontology engineering
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tasks [4,14]. Their study highlighted the need for improved filtering methods
for workers; however, they did not propose algorithms for KBQs generation or
adaptive task assignment.

Within the literature on crowdsourcing, several approaches have been pro-
posed for adaptive task assignment. Ho et al. proposed primal-dual techniques
for adaptive task assignment of classification tasks using GSTs [8]. Their app-
roach estimates reliability of a worker against different types of tasks instead
of topics. Zhou et al. proposed a multi-armed bandit approach for assigning
top-K workers to a task, and their approach also uses GSTs [22]. Another app-
roach focused on dynamic estimation of worker expertise based on conformity of
workers with the majority responses [18]. Ipeirotis et al. proposed an approach
for separating worker bias from reliability estimation [11]. Such an approach is
complimentary to our algorithm for reducing the influence of spammers on task
responses. Oleson et al. proposed a manual audit approach to quality control
in crowdsourcing by generating gold-standard task with different types of errors
previously observed in different tasks [15]. By comparison, our approach focuses
on automated selection of knowledge base questions for quality control in crowd-
sourcing. Hassan et al. used a hybrid approach of self-rating and gold-standard
task for estimating the expertise of workers [5]. By comparison, our approach
uses DBpedia facts for estimation of worker expertise.

9 Conclusion and Future Work

In this paper, we presented ACRyLIQ, a novel approach to estimate the reliabil-
ity of crowd workers. ACRyLIQ supports the adaptive task assignment process
for achieving high accuracy of Linked Data Quality Assessment tasks using
crowdsourcing. The proposed approach leverages a generalized knowledge base,
in this case DBpedia, to generate test questions for new workers. These test ques-
tions are used to estimate the reliability of workers on diverse tasks. ACRyLIQ
employs a similarity measure to find good candidate questions, and it uses an
entropy measure to maximize the diversity of the selected questions. The adap-
tive task assignment algorithm exploits the test questions for estimating the
reliability. We evaluated the proposed approach using crowdsourced data col-
lected from real workers on Amazon Mechanical Turk. The results suggest that
ACRyLIQ is able to achieve high accuracy without using gold-standard task.

As part of the future work, we plan to apply our approach to larger datasets
within multiple domains. We also plan to further investigate the relationship
between the reliability of workers and the semantic similarity of facts and tasks.
A detailed study is needed to understand the relationship between the reliability
of workers and the semantic similarity of DBpedia facts and crowdsourcing tasks.
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